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The Seminar
• Time: 7:00 p.m. Thu. 


• Page: https://leonicatot.github.io/seminars/2023Fall-Probability/


• Textbook: Probability and Computing
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A Quick Review
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Randomness Generator

• Dice


• Coin


• Roulette


• …
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Sample Space

• Sample space : the set of all outcomes in an experiment


• Flip a coin: 


• 


• Throw a dice: 


•

Ω

Ω =

{H, T}

Ω =

{1,2,3,4,5,6}
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Events

• Events : subset of  *


• Event : the outcome of throwing a dice is even


• 


• 


• 


•

Σ 2Ω

A

A =

{2,4,6}

Pr(A) =
1
2

*: Note that not all subset of  can be an event2Ω7



Probability Space

• Sample space 


• Event 


• Probability Measure 


•  and 


•  for disjoint *


• Probability Space: 

Ω

Σ

Pr

Pr(∅) = 0 Pr(Ω) = 1

Pr(⋃
i

Ai) = ∑
i

Pr(Ai) Ai

(Ω, Σ, Pr)

*: We will discuss about the definition rigorously in later seminars8



More Dices …

• Throw two dice: 


• 


• 


• 


• We don’t care about the exact outcome —  
We only care about the sum of points

Ω =

{1,2,3,4,5,6} × {1,2,3,4,5,6}

Pr[(1,1)]

=
1
36
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Random Variable

• Random Variable


• 


• E.g. : total points of throwing two dice


• 


•

X : Ω → ℝ

X

X((1,3)) = X((2,2)) = 4

Pr(X = 4) =
3

36
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Problems from Early Times
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French Society in the 1650’s

• Gambling was popular and fashionable


• Not restricted by law


• As the games became more complicated 
and the stakes became larger,  
there was a need for mathematical methods 
for computing chances.

Adapted from A Short History of Probability by Dr. Alan M. Polansky12

http://staff.ustc.edu.cn/~zwp/teach/Prob-Stat/A%20short%20history%20of%20probability.pdf


Division of the Stakes

• We consider a simplified version: 


• Two players Alice and Bob flip a coin


• Head: Alice += 1 


• Tail: Bob += 1


• The first to reach 100 points will win


• The match is interrupted before finished


• How to divide the stake?
Reference: https://en.wikipedia.org/wiki/Problem_of_points 13



Early Solutions

• 1494, Luca Pacioli


• divide the stakes in proportion to the number of rounds won by each player


• Consider 1–0


• mid-16th century, Niccolò Tartaglia


• Base the division on the ratio between the size of the lead and the length of 
the game


• Consider 99—89
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Pascal and Fermat

• 1654, Chevalier de Méré posed it to Blaise Pascal


• We consider a simple scene


• Alice and Bob both place a stake of $10


• The first to reach 10 points will win


• When the game is interrupted, Alice : Bob = 8 : 7


• How to divide the $20?
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Fermat’s Solution

• If one player needs  more rounds to win and the other needs 
, the game will surely have been won by someone after 

additional rounds


• In total these rounds have  different possible outcomes


• In some of these possible futures the game will actually have 
been decided in fewer than  rounds


• but it does no harm to imagine the players continuing to 
play with no purpose.


• Write down a table of all possible continuations and 
counting how many of them would lead to each player winning

r
s
r + s − 1

2r+s−1

r + s − 1

2r+s−1 1607 ~ 1665

Pierre de Fermat

[pjɛʁ də fɛʁma]

16



Fermat’s Solution

1607 ~ 1665

Pierre de Fermat

[pjɛʁ də fɛʁma]

11
16

× 20 = $13.75
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Pascal’s Solution: Expected Value

1623 ~ 1662

Blaise Pascal

[blɛz paskal]
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Pascal’s Solution: Expected Value

• Through clever manipulation of identities involving 
what is today known as Pascal's triangle, 


• Pascal finally showed that in a game where player a 
needs  points to win and player b needs  points to 
win


• the correct division of the stakes between player a 
and b is:


r s

s−1

∑
k=0

(r + s − 1
k ) : 

r+s−1

∑
k=s

(r + s − 1
k ) 1623 ~ 1662


Blaise Pascal

[blɛz paskal]
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Visualize using Chance Tree

• A tree diagram may represent a series of 
independent events or conditional probabilities 


• Each node on the diagram represents an event 
and is associated with the probability of that 
event. 


• The root node represents the certain event and 
therefore has probability 1. 


• Each set of sibling nodes represents an exclusive 
and exhaustive partition of the parent event.

Reference: https://en.wikipedia.org/wiki/Tree_diagram_(probability_theory)
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Expectation/Mean

• For discrete random variable


• 


• : The money you can win at the game


•  in casino’s scene

𝔼(X) = ∑
x

x ⋅ Pr(X = x)

X

X < 0
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St. Petersburg paradox

• If , is it profitable to play the game?


• Consider the following game: 


• You spend  dollars to play it


• You can flip a coin until its result becomes tail


• You get  dollars if you get head  times


•

𝔼(X) > 0

m

2n n

𝔼(X) =
∞

∑
i=1

2n

2n
− m = ∞

Reference: https://en.wikipedia.org/wiki/St._Petersburg_paradox
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Classic and Geometric Probability

• Classical: discrete and uniform


• 


• Geometric: continuous and uniform


•

∑
x∈Ω

Pr(x) = 1

∫Ω
dF(x) = 1
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Buffon’s Needle Problem

• Suppose that you drop a short needle of 
length  on ruled paper, with distance 
between parallel lines  ( ).


• What is the probability that the needle 
comes to lie in a position where it 
crosses one of the lines?

L
D L < D

Reference: https://en.wikipedia.org/wiki/Buffon's_needle_problem Adapted from Prof. Yitong Yin’s slides24



Buffon’s Needle Problem

• This probability is calculated as:





• A Monte Carlo method* for computing 

Pr(A) =
2

Dπ ∫
π

0 ∫
L
2 sin θ

0
dxdθ =

2L
Dπ

π

Reference: https://en.wikipedia.org/wiki/Buffon's_needle_problem Adapted from Prof. Yitong Yin’s slides

* Note that Monte Carlo Method is different from Monte Carlo Algorithm

: distance from the center of the needle 
to the closest parallel line


: angle between the needle and the parallel 
line below it


Event 

x ∈ [0,D/2]

θ ∈ [0,π]

A = {(x, θ) ∈ [0,
D
2

] × [0,π] |x ≤
L
2

sin θ}
25



Our Intuition
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Base Rate Fallacy / Test Paradox

• A rare disease occurs with probability 0.001.


• 5% testing error:


• A person with the disease tested 


• A person without the disease tested 


• If a person is tested “+”, what is the probability that he/she is ill?

{+ 95 %
− 5 %

{+ 5 %
− 95 %

Reading: https://en.wikipedia.org/wiki/Base_rate_fallacy Adapted from Prof. Yitong Yin’s slides27



Related Formula

• Conditional Probability





• Bayes’ Theorem





• Law of Total Probability 


, where  are a partition of 

Pr(A |B) =
Pr(AB)
Pr(B)

, Pr(B) ≠ 0

Pr(A |B) =
Pr(AB)
Pr(B)

=
Pr(B |A) Pr(A)

Pr(B)

Pr(A) = ∑
i

Pr(A |Bi) Pr(Bi) Bi Ω
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Monty Hall Problem
(three doors problem)

• Suppose you’re on a game show, and you’re 
given the choice of three doors: 


• Behind one door is a car 


• Behind the others, goats


• You pick a door, say No.1, and the host, who 
knows what’s behind the doors, opens 
another door, say No.3, which has a goat. He 
then says to you, “Do you want to pick door 
No.2?” 


• Is it to your advantage to switch your choice?

Adapted from Prof. Yitong Yin’s slidesReference: https://en.wikipedia.org/wiki/Monty_Hall_problem 29



Other Examples

• Birthday Paradox


• Gambler’s Fallacy


• Simpson’s Paradox


• Random Walk in higher dimensions


• Shizuo Kakutani: “A drunk man will find his way home, but a drunk bird may 
get lost forever.”


• Benford’s Law


• ……
30

https://en.wikipedia.org/wiki/Birthday_problem
https://en.wikipedia.org/wiki/Gambler's_fallacy
https://en.wikipedia.org/wiki/Simpson's_paradox
https://en.wikipedia.org/wiki/Random_walk
https://en.wikipedia.org/wiki/Benford's_law


The History of Probability Theory
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The History of Probability Theory

• Classical: 1654~1811


• Analysis: 1812~1932


• Modern: 1933~

Reference: 《从博弈问题到⽅法论学科——概率论发展史研究》 徐传胜著
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Classical (1654~1811)

• More on finite and discrete random variable


• Tools


• Combinatorics


• Algebra
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French Society in the 1650’s

• Gambling was popular and fashionable


• Not restricted by law


• As the games became more complicated 
and the stakes became larger,  
there was a need for mathematical methods 
for computing chances.

Adapted from A Short History of Probability by Dr. Alan M. Polansky34

http://staff.ustc.edu.cn/~zwp/teach/Prob-Stat/A%20short%20history%20of%20probability.pdf


Correspondence between Pascal and Fermat

• Origin of the mathematical study of probability


• Developed classical approach


• Verified by frequency method
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Early Generalizations

• Ars Conjectandi


• by Jacob Bernoulli in 1713


• Proved that the frequency method and the classical 
method are consistent


• Bernoulli’s law of large number

1655 ~ 1705

Jacques/Jacob/Jakob/James 

Bernoulli36



Early Generalizations

1667 ~ 1754 
Abraham De Moivre 

[abʁaam də mwavʁ] *

*: IPA transcription of people’s names will be provided if it is available in Wikipedia.

• The Doctrine of Chances 


• by Abraham De Moivre in 1718


• Provided many tools to make the classical 
method more useful


• Multiplication rule


• Central limit theorem

37



From Games to Science

• The 18th century


• The application of probability moved from games of chance to scientific 
problems


• Mathematical theory of life insurance - life tables.


• Biological problems - what is the probability of being born female or male?
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Analysis (1812~1932)

• More on continuous random variable


• Tools


• Characteristic Function


• Differential Equations


• Recurrence Relation
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Applied Probability

• Théorie analytique des probabilités 


• by Pierre-Simon Laplace in 1812


• Presented a mathematical theory of 
probability with an emphasis on scientific 
applications

1749 ~ 1827

Pierre-Simon Laplace


[pjɛʁ simɔ ̃laplas]
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Stagnation the Frustration

• After the publication of Laplace’s book, the mathematical development of 
probability stagnated for many years.


• By 1850, many mathematicians found the classical method to be unrealistic 
for general use and were attempting to redefine probability in terms of the 
frequency method. 


• These attempts were never fully accepted and the stagnation continued.
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Modern (1933~)

• Tool


• Modern Analysis


• Set Theory


• Measure Theory

42



Axiomatic Development

• Grundbegriffe der Wahrscheinlichkeitsrechnung  

• by Andrey Kolmogorov in 1933


• Developed the first rigorous approach to 
probability

1903 ~ 1987

Andrey Nikolaevich Kolmogorov

Андре́й Никола́евич Колмого́ров

[ɐnˈdrʲej nʲɪkɐˈlajɪvʲɪtɕ kəlmɐˈɡorəf]
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Probability & Algorithms
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Analysis of Algorithm
Average Case

• E.g. The average run time of the quick sort 
 
You’ll learn it in your Data Structure and Algorithms course.
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Randomized Algorithms

• Monte Carlo Algorithm


• Randomized algorithms that may fail or return an incorrect answer


• Las Vegas Algorithm


• Randomized algorithm that always returns the right answer
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Min-Cut

• Undirected graph 


• Cut: A bi-partition of  into nonempty  and 


• 


• Find a cut set  of smallest size (global min-cut) *


•

G(V, E)

V S T

C = (S, T)

E(S, T)

E(S, T) := {uv ∈ E ∣ u ∈ S, v ∈ T}

Adapted from Prof. Yitong Yin’s slides

* Besides global cuts, there are s-t cuts
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Karger’s Algorithm

• contract(e)
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Karger’s Algorithm

• contract(e)
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Karger’s Algorithm

• contract(e)
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Karger’s Algorithm

• contract(e)
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Karger’s Algorithm

• contract(e)
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Karger’s Algorithm

• contract(e)

Karger’s Algorithm

while  do:


pick random ;

contract ;


return remaining edges;

|V | > 2
e ∈ E

(e)

Adapted from Prof. Yitong Yin’s slides53



Karger’s Algorithm
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Karger’s Algorithm Theorem (Karger 1993).


Pr[a min-cut is returned] ≥
2

n(n − 1)

Observation:

• Any cut-set of a graph in an intermediate iteration of the algorithm is also a 

cut-set of the original graph.

• The output of the algorithm is always a cut-set of the original graph but not 

necessarily the minimum cardinality cut-set.
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The Probabilistic Method
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Ramsey Number R(k, k)

In any party of six people, either at least three of them are mutual strangers or at 
least three of them are mutual acquaintances

Adapted from Prof. Yitong Yin’s slides

Ramsey Theorem 

If , for any edge-2-coloring of , 
there is a monochromatic 

n ≥ R(k, k) Kn

Kk
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Theorem (Erdős 1947)  

If  then it is possible to color the edges of  

with 2 colors so that there is no monochromatic  subgraph. 

(n
k) ⋅ 21−(k

2) < 1 Kn

Kk

1913 ~ 1996

Paul Erdős

Erdős Pál 


[ˈɛrdøːʃ ˈpaːl]
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Probability & Measure Theory
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Two Questions

• If I randomly select a number from , what is the probability that this number 
is odd? Assume each number has the same chance of being selected.


• If I randomly select a number from , what is the probability that this 
number is a rational number? Assume each number has the same chance of 
being selected.


• consider Dirichlet function

ℕ

[0,1]

60



Bertrand Paradox
introduced in Calcul des probabilités (1889) by Joseph Bertrand

• What is the probability that a random chord of a circle, is longer than the side 
of a equilateral triangle inscribed in a circle?

Adapted from Prof. Yitong Yin’s slides
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Measure Theory for Probability Theory

• Axiomatic Foundation of Probability Theory


• -algebra / -field


• Borel set


• Lebesgue Integral

σ σ

Reading: 以测度为基础的⾼等概率论和普通的概率论到底有什么区别？ - 知乎 https://www.zhihu.com/question/4014517562



Probability & Statistics
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Probability & Statistics

Reference: 概率论与统计学的关系是什么？ - bigcloud的回答 - 知乎 https://www.zhihu.com/question/20269390/answer/19994114

The basic problem that we study in 
probability is:

Given a data generating process, what 
are the properties of the outcomes?


The basic problem of statistical 
inference is the inverse of probability:

Given the outcomes, what can we say 
about the process that generated the 
data?
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Statistics

• Two main statistical methods


• Descriptive Statistics


• Mean


• Deviation (e.g. Variance)


• Inferential Statistics


• Parameter Estimation


• Hypothesis Testing
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Benford’s Law
Aka Newcomb–Benford law / first-digit law

• An observation that in many real-life sets of numerical data, the leading digit 
is likely to be small.


• 1 appears as the leading significant digit about 30% of the time


• 9 appears as the leading significant digit less than 5% of the time

Reference: https://en.wikipedia.org/wiki/Benford's_law
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Benford’s Law

• An observation that in many 
real-life sets of numerical data, 
the leading digit is likely to be 
small.


• 1 appears as the leading 
significant digit about 30% 
of the time


• 9 appears as the leading 
significant digit less than 5% 
of the time
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Benford’s Law
Aka Newcomb–Benford law / first-digit law

• 


• Proved by Ted Hill in 1995 *

Pr(d) = logb(d + 1) − logb(d)

Reference: https://en.wikipedia.org/wiki/Benford's_law

* Hill, Theodore P. (1995). "Base-invariance implies Benford's law". Proceedings of the American Mathematical Society. 123 (3): 887–895
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Detecting Fabricated Data
Financial Fraud of Kevin Lawrence
Possibly the biggest financial fraud in Washington State’s history


• Kevin Lawrence claimed that his startup would be an industry innovator that 
integrated fitness and health care into one business model.


• Flush with investor money, Lawrence floated two companies – Znetix Inc and 
Health Maintenance Centers Inc.


• In reality, there was no evidence that Znetix/HMC could make the business 
operation pay for itself.


Lawrence and his pals tried to cover their tracks by moving investors’ money 
through a complex web of bank accounts and shell companies to give the 
appearance of a bustling and growing business.

Source: https://www.safalniveshak.com/latticework-of-mental-models-benfords-law/

https://dfi.wa.gov/news/press/judge-sentences-kevin-l-lawrence-20-years-prison-znetixhmc-stock-scam
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Detecting Fabricated Data
Financial Fraud of Kevin Lawrence

Lawrence bought several properties including 


• a home in Hawaii. 


• twenty personal watercrafts (including a 22-foot Bombardier speedboat), 


• forty-seven luxury cars (five Hummers, four Ferraris, two DeThomaso 
Panteras, 


• three Dodge Vipers, two Cadillac Escalades, a Lamborghini Diablo), 


• Rolex watches, expensive diamond jewelry for his girlfriend(s) and a 
$200,000 Samurai sword.

Source: https://www.safalniveshak.com/latticework-of-mental-models-benfords-law/

https://dfi.wa.gov/news/press/judge-sentences-kevin-l-lawrence-20-years-prison-znetixhmc-stock-scam
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Detecting Fabricated Data
Financial Fraud of Kevin Lawrence

• Darrell Dorrell, a suspicious forensic accountant


• compiled a list of over 70,000 numbers representing their various checks 
and wire transfers


• compared the distribution of digits with Benford’s law.


• On 25 November 2003, Kevin Lawrence was sentenced to 20 years in prison

Source: https://www.safalniveshak.com/latticework-of-mental-models-benfords-law/

https://dfi.wa.gov/news/press/judge-sentences-kevin-l-lawrence-20-years-prison-znetixhmc-stock-scam
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Detecting Fabricated Data
Enron scandal

• Enron Corporation, an American energy company 
based in Houston, Texas


• In October 2001, the company declared 
bankruptcy.


• In addition to being the largest bankruptcy 
reorganization in U.S. history at that time, Enron 
was cited as the biggest audit failure.

Reference: https://en.wikipedia.org/wiki/Enron_scandal  【突破审计陷阱】安然公司财务造假案例之介绍72

https://en.wikipedia.org/wiki/Enron_scandal
https://zhuanlan.zhihu.com/p/47335714


Detecting Fabricated Data
Enron scandal

Reference: https://en.wikipedia.org/wiki/Enron_scandal  【突破审计陷阱】安然公司财务造假案例之介绍
From The Wall Street Journal
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The 1970 draft lottery 

• In 1970, during the Vietnam War


• The American army used a lottery 
system based on birth dates to 
determine who would be called up 
for service in the military forces. 


• Draftees were called up for service 
based on the draft number assigned 
to their dates of birth.


• Those receiving low draft numbers 
were called up first. 

Is it Fair?
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The 1970 draft lottery 

Is it a Coincidence?
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Hypothesis Testing

• Let’s start out with the hypothesis that the lottery was fair. 


• If we can show that the outcomes are extremely improbable under the 
hypothesis


• We can reject our hypothesis and conclude that the lottery was most probably 
unfair. 
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Building the Model

• The expected value of the average draft number for a given month is 183.5 for 
each month. 


• : the average draft number for month 


• We want to know


Gi i

Pr (
12

∑
i=1

|Gi − 183.5 | ≥ 272.4)
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Monte Carlo Method




• Deriving a versatile mathematical formula for this probability seems like an 
endless task.


• In a Monte Carlo study with 100,000 simulation runs, we came out with a 
simulated value of 0.012 for the probability in question. 

Pr (
12

∑
i=1

|Gi − 183.5 | ≥ 272.4)
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Another Way to Test

• Under the hypothesis that the lottery is fair, this permutation would have to be 
a “random” permutation. 


• For a random permutation  of the numbers , 


• We define the distance measure  by  


• It holds that 


• , for  from Table 3.5

σ = (σ1, σ2, …, σ12) 1,…,12

d(σ) d(σ) =
12

∑
i=1

|σi − i |

0 ≤ d(σ) ≤ 72

d(σ*) = 18 σ*
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Monte Carlo Again

• Now we want to know





• A Monte Carlo study with 100,000 generated random permutations led us to 
an estimate of 0.0009 for our sought-after probability. 


• This is strong evidence that the 1970 draft lottery did not proceed fairly. 

Pr(d(σ) ≤ 18)
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