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Common Questions

• What is Statistics?


• Is Statistics a part of Mathematics?


• What’s the relation between Statistics and Probability?


• What’s the relation between Statistics and Machine Learning?



What is Statistics?

Reference: https://www.zhihu.com/question/289782814

https://www.zhihu.com/question/48706077/answer/152022118

https://www.zhihu.com/question/289782814


What is Statistics?

• A discipline that deals with data


• Collection


• Organization


• Presentation

Descriptive



In high school
Sampling(抽样/取样)



In high school
Correlation coefficient(相关系数) & Scatter plot(散点图)



What is Statistics?

• A discipline that deals with data


• Collection


• Organization


• Presentation

Descriptive



What is Statistics?

• A discipline that deals with data


• Collection


• Organization


• Presentation


• Analysis


• Interpretation

Descriptive

Inferential



In high school
Scatter plot(散点图)

• Can we do more about that?



In high school
Linear Regression



In high school
Least squares method(最⼩⼆乘法)



In high school
Test of Independence(独⽴性检验)



Statistical Inference

Reference: https://statisticsbyjim.com/hypothesis-testing/statistical-inference/



Problems

• Classification


• Parameter Estimation


• Hypothesis Testing


• Regression Analysis and Correlation Analysis


• ……


• Our mission: 


• sample  population→



Probability vs. Statistics

• Probability


• Previous studies showed that the drug was 80% effective. Then for a study on 100 
patients,


• in average 80 will be cured


• at least 65 will be cured with 99.99% chances


• Statistics


• Observe that 78/100 patients were cured


• We (will be able to) conclude that we are 95% confident that for other studies the 
drug will be effective on between 69.88% and 86.11% of patients

Adapted from MIT 18.650 Statistics for Applications



Basic Concepts

• Population (总体): the set of similar items or events which is of interest for 
some question or experiment


• Similar to the sample space  in probability theory


• Sample (样本): a subset of population, which are viewed as random variables


• e.g. , i.i.d.


• Statistic (统计量): any quantity computed from values in a sample


• e.g. , 

Ω

X1, X2, …, Xn

X̄ =
1
n

n

∑
i=1

Xi S2 =
1

n − 1

n

∑
i=0

(Xi − X̄)2

Reading: https://statisticsbyjim.com/basics/population-vs-sample/



Parameter Estimation
All models are wrong😨 But some are useful😋

• We assume that the population follows a distribution  from a set of 
distribution 


• Parameter: 


• E.g. 


• 


• 


• ……

F
F(Θ)

Θ

N(μ, σ2)

Poisson(λ)



Hypothesis Testing
Study shows that …



Example: Lady Tasting Tea

• The lady tasting tea is a randomized experiment devised by Ronald Fisher 


• reported in his book The Design of Experiments (1935)


• The lady claimed that 


• she could tell whether the tea or the milk was added first to a cup


• How to validate it?

Reference: https://en.wikipedia.org/wiki/Lady_tasting_tea



Example: The 1970 draft lottery 

Is it a Coincidence?
20



Parameter Estimation



Parameter Estimation

• Assume a set of models with unknown parameters


• e.g. normal distribution with expectation  and variance 


• Some common methods


• Method of Moments (矩估计法)


• MLE (最⼤似然估计)


• MAP (最⼤后验估计)

μ σ2



Method of Moments

• Distribution:  with th moment , 


• Sample  with th moment , 


• Solve Equation





• Get


p(x; θ1, …, θk) m αm(θ1, …, θk) m = 1,2,…, k

X1, …, Xn m αm m = 1,2,…, k

αm = αm(θ1, …, θk), m = 1,2,…, k

̂θm = gm(X1, X2, …, Xn)



Maximum Likelihood Estimate(MLE)
What is likelihood?

• Distribution: 


• Sample: 


• Likelihood function: 





• Maximum likelihood: 


p(x; Θ)

X1, …, Xn

L(X1, …, Xn; Θ) =
n

∏
i=1

p(Xi; Θ)

max
Θ

L(X1, …, Xn; Θ)



Maximum Likelihood Estimate(MLE)

• Maximize 


• Sometimes it is too difficult or impossible to calculate


• ill-posed problem (不适定问题)


• Solutions: Approximation


• e.g. EM Algorithm when there are latent variable (隐变量)

p(Data |Θ)



Bayesian vs. Frequentist
MLE vs. MAP

• MLE: 


• MAP: 

max
Θ

p(Data |Θ)

max
Θ

p(Θ |Data)



Maximum A Posteriori (MAP)

• 


• Difference between MLE and MAP: 


• The a priori part 


• A certain  makes MLE and MAP with same result

p(Θ |Data) =
p(Data |Θ)p(Θ)

p(Data)

p(Θ)

p(Θ)



Hypothesis Testing



Hypothesis Testing

• Null Hypothesis 


• If strong enough evidence again  is found:


• reject 


• Else: accept 


• A little bit like Presumption of innocence (⽆罪推定原则)


• How to measure or quantify “strong enough”?

H0

H0

H0

H0



Two kinds of errors

• Type I error (false positive)


•  is true but reject


• Type II error (false negative)


•  is false but accept

H0

H0

Reference: https://statisticsbyjim.com/hypothesis-testing/types-errors-hypothesis-testing/

Rejects Accept

Null is True Type I Error Correct

Null is False Correct Type II error

H0 H0



Significance level

• The significance level  is the probability of rejecting the null hypothesis when 
it is true


• i.e. the probability of making type I error


• The researcher determines the significance level before conducting the 
experiment


• Normally,  takes 0.1, 0.05, 0.01, …, etc.


• How to set ?

α

α

α



p-value

• The probability that you would obtain the effect observed in your sample, if 
the null hypothesis is true for the populations


• Lower p-values indicate greater evidence against the null hypothesis


• If the p-value is less than the significance level 


• reject the null hypothesis 


• conclude that the effect is statistically significant

α

Reference: https://statisticsbyjim.com/glossary/p-value/



Example: Lady Tasting Tea

• The lady claimed that 


• she could tell whether the tea or the milk was added first to a cup


• The experiment provides a subject with 8 randomly ordered cups of tea


• 4 prepared by pouring milk and then tea (MT)


• 4 by pouring tea and then milk (TM)


• The lady is asked to pick 4 cups of TM from these 8 cups


• The lady did it successfully 
Reference: https://en.wikipedia.org/wiki/Lady_tasting_tea



Example: The 1970 draft lottery 

Is it a Coincidence?
34



Example: The 1970 draft lottery 

• : the lottery is fair


• Then this permutation would have to be a “random” permutation


• For a random permutation  of the numbers , 


• We define the distance measure  by  


• , for  from Table 3.5


• A Monte Carlo study shows that 


• Reject  if our significance level 

H0

σ = (σ1, σ2, …, σ12) 1,…,12

d(σ) d(σ) =
12

∑
i=1

|σi − i |

d(σ*) = 18 σ*

Pr(d(σ) ≤ 18) ≈ 0.009

H0 α ≫ 0.009



Let’s recap those common questions



Common Questions

• What is Statistics?


• Is Statistics a part of Mathematics? 

• What’s the relation between Statistics and Probability Theory? 

• What’s the relation between Statistics and Machine Learning?



Statistics vs. Mathematics Reference: 学数学专业的⼈是怎么看待统计学的？ - 学弱猹的回答 - 知乎

https://www.zhihu.com/question/424487147/answer/1517834128



Statistics vs. Mathematics

• Statistics is a rather independent discipline


• which uses many mathematical tools


• For example


• Probability Theory


• Statistics is about data with randomness


• Optimization


• Parameter Estimation is often modeled as an optimization problem

You�may�take�a�look�at�the�first�chapter�of�this�book



Common Questions

• What is Statistics?


• Is Statistics a part of Mathematics?


• What’s the relation between Statistics and Probability?


• What’s the relation between Statistics and Machine Learning?



Statistics vs. Machine Learning

• No essential difference


• Many ML theories and algorithms are developed by statisticians


• Key elements of ML (new scenarios)


• Computer: powerful computing


• Data: big data


• More samples


• More dimensions



Statistics vs. Machine Learning

• Therefore, ML is different from traditional statistics


• Which focus on models but not data


• And there are differences between different communities (CS and Stat)


• Instead of asking “differences between Statistics and ML”


• It is more interesting to ask


• “Differences between CS community and Stat community in terms of ML 
research”



ML: Statistics vs. CS
Reference: https://www.zhihu.com/question/48706077



ML: Statistics vs. CS
From Statistical Modeling: The Two Cultures by Leo Breiman

• “There are two cultures in the use of statistical modeling to reach conclusions 
from data.”


• “One assumes that the data are generated by a given stochastic data model.”


• “The other uses algorithmic models and treats the data mechanism as unknown.”


• “The statistical community has been committed to the almost exclusive use of 
data models. 


• “This commitment has led to irrelevant theory, questionable conclusions”


• “and has kept statisticians from working on a large range of interesting 
current problems.”



ML: Statistics vs. CS
From Statistical Modeling: The Two Cultures by Leo Breiman

• “If our goal as a field is to use data to solve problems, then”


• “we need to move away from exclusive dependence on data models and 
adopt a more diverse set of tools.”



Finally



Interesting Topics
That we do not cover here
• Misuse and Misinterpretation of Statistics


• History of Mathematical Statistics, Statistical Learning and Machine Learning


• The relation between ML Theory and TCS


• ……

Reference: Boosting学习理论的探索——⼀个跨越30年的故事 by 周志华

Further Readings:

https://statisticsbyjim.com/hypothesis-testing/interpreting-p-values/

https://dl.ccf.org.cn/article/articleDetail.html?id=4883630033684480&type=xhtx_thesis

